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Story time…
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Me: 2014 - 2017



Analyses now take longer than a PhD (> 4 years)

● The analysis will have to be “handed over” to a new student (or orphaned 😞)

More complex analyses require more people

● High person-turnover is a feature of our fields
● Analysis preservation infrastructure aids collaboration
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Why do we need to preserve?
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What do we need to preserve?

Analysis note Data provenance
nTuples

The physics

Documentation
Workflow manager
Git repo

The code and how to run it

Env preservation
GitLab CI

The ability to run the code

The data



We are bad at sharing code
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https://www.nature.com/articles/533452a
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Inspired by www.software.ac.uk/blog/top-ten-reasons-not-share-your-code-and-why-you-should-anyway

We are bad at sharing code

Theorems, lemmas, corollaries…
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“””The proof is too ugly to show anyone else. It would be too 
much work to rewrite it neatly so that others could read it.”””

We are bad at sharing code

Inspired by www.software.ac.uk/blog/top-ten-reasons-not-share-your-code-and-why-you-should-anyway
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“””I didn't actually prove the theorem - my student did. They have 
since graduated and now work as a Quant. 

But the student was very good… I'm sure the proof was correct.”””

We are bad at sharing code

Inspired by www.software.ac.uk/blog/top-ten-reasons-not-share-your-code-and-why-you-should-anyway
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“””Giving the proof to my competitors would be unfair to 
me. It took years to prove this theorem, and the same 

idea can be used to prove other theorems.””” 

We are bad at sharing code

Inspired by www.software.ac.uk/blog/top-ten-reasons-not-share-your-code-and-why-you-should-anyway
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We are bad at sharing code

+ Student left

+ Self -conscious 
about code

dx.doi.org/10.2139/ssrn.1550193

http://dx.doi.org/10.2139/ssrn.1550193


10 rules for Reproducible Computational Research

Rule 1: For Every Result, Keep Track of How It Was Produced

Rule 2: Avoid Manual Data Manipulation Steps

Rule 3: Archive the Exact Versions of All External Programs Used

Rule 4: Version Control All Custom Scripts

Rule 5: Record All Intermediate Results, When Possible in Standardized Formats

Rule 6: Always Store Raw Data behind Plots

Rule 7: Generate Hierarchical Analysis Output

Rule 8: For Analyses Including Randomness, Record Random Seeds Important for pheno!

Rule 9: Connect Textual Statements to Underlying Results

Rule 10: Provide Public Access to Scripts, Runs, and Results
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Unrealistic 
with big 
datasets

doi.org/10.1371/journal.pcbi.1003285

http://doi.org/10.1371/journal.pcbi.1003285


Rule 1: For Every Result, Keep Track of How It Was Produced
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Workflow managers

● Breaks analysis into bite-size rules with input, output and command
● Preserves: 

○ How to run scripts
○ How every intermediate result is produced (the workflow)
○ The dependency between analysis stages

Snakemake

https://snakemake.readthedocs.io/en/stable/


Rule 2: Avoid Manual Data Manipulation Steps
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Centralise as much as possible

LHCb analysis productions for declarative ntupling 
● Centralise and automate ntuple creation with 

DIRAC transformation system 
● Full job testing on GitLab CI
● Full data provenance Simple yaml job configuration

What application 
to run

Data to run on

Job options

Comprehensive 
job testing 
through GitLab 
pipelines
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https://indico.cern.ch/event/1338689/contributions/6010069/


Virtual machine

Container

Virtual environment

Rule 3 - Archive the Exact Versions of All External Programs Used
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Containers and virtual environments

● Containers encapsulate a computing environment including OS
● Virtual environments only encapsulate Python dependencies

Questions for a new collaborator
1. How do I login?
2. How do I access the data?
3. How do I setup my environment?
4. How do I get the analysis s/w libraries? 
5. How do I run the analysis steps?

These do take some time 
and setup but they enable
● Quick onboarding
● Efficient collaboration

Containers

Virtual 
environments

Isolation

Talk by Gordon Watts

https://indico.cern.ch/event/1386725/contributions/5854498/attachments/2863224/5009996/2024-05-15%20-%20Containers%20And%20Environments.pdf


Virtual machine

Container

Virtual environment

Rule 3 - Archive the Exact Versions of All External Programs Used
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Containers and virtual environments

● Containers encapsulate a computing environment including OS
● Virtual environments only encapsulate Python dependencies

Questions for a new collaborator
1. How do I login?
2. How do I access the data?
3. How do I setup my environment?
4. How do I get the analysis s/w libraries? 
5. How do I run the analysis steps?

These do take some time and setup 
but they enable

● Quick onboarding
● Collaboration
● Publishable software
● Reuse and repurposing

Containers

Virtual 
environments

“Well it works on my machine…”

Isolation



Rule 3 - Archive the Exact Versions of All External Programs Used
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Package and version software

● Encourage packaging, versioning and long term maintenance of software tools

Versionable

Persist identifiers - DOIs

Archive 
the tag of 

a repo

Arxiv paper

zenodo.org/records/4705125

https://zenodo.org/records/4705125


Rule 3 - Archive the Exact Versions of All External Programs Used
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Package and version software

Can acknowledge 
funding agencies

PyPI package 
installable with pip

Encourage 
contributions

pypi.org/project/triggercalib/

http://pypi.org/project/triggercalib/


Rule 4:  Version Control All Custom Scripts

Git repo and CI
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Rule 9: Connect Textual Statements to Underlying Results

Notebooks
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● Notebooks provide a way to 
connect physics reasoning and 
code 

● Can run notebooks in containerised 
analysis environments

SWAN example
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"Infrastructure providing the data, 
software and computational resources 
to execute (an element of) an analysis 
workflow. … shared and supported 
through virtual organization."

“The LHCC recommends that 
experiments engage in the 
process of developing and 

defining the structure of the 
future Analysis Facilities"

● AFs allow automatic, transparent scaling to batch 
resources from interactive session (notebook)

● Authentication, submission and retrieval abstracted away 
from user

● Results returned as if job was run locally

Analysis facilities

Rule 9: Connect Textual Statements to Underlying Results



AF infrastructure for ATLAS and CMS US analysts is advanced 

● Jupyterhub (interactive notebooks)
● Integrated Dask scheduler for scaling to batch resources
● Token based AAI

SWAN AF talk at CHEP

CERN’s SWAN service has deployed AF 
pilot 

“Interactive computing on big datasets, 
with analysis built on frameworks like 
RDataFrame and coffea”

Rule 9: Connect Textual Statements to Underlying Results

https://indico.cern.ch/event/1338689/contributions/6010680/attachments/2952792/5191033/CAF%20CHEP%202024.pdf


REANA 
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Rule 10: Provide Public Access to Scripts, Runs, and Results

Four pillars
1. Input data
2. Analysis code
3. Computing environment
4. Computational recipes

https://docs.reana.io/

- REproducible ANAlysis platform that can run containerised analysis 
pipelines on remote computing resources

https://docs.reana.io/
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AI to the rescue?
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AI to the rescue?
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AI to the rescue?

pi not 
hardcoded

Doc-string with 
purpose and 
arguments

Use of numpy 
arrays allowing 
vectorisation

Plot labels and 
formatting
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But not with the physics

AI to the rescue?



27

AI to the rescue?
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AI to the rescue?

Had to give it help



The long term…

The datasets we use are too valuable to not enable their full exploitation by all

● Some are completely unique and may remain so for some time eg. SMOG2 
● Internal work on preserving and opening these must happen now
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Last month…
Link

https://indico.cern.ch/event/1043155/contributions/4383092/attachments/2269398/3854018/DPHEP-BelleKEK.pdf


Making data open

The CERN Open Data Policy encourages the release of 
reconstructed data

● Data from all LHC experiments released through the Open 
Data Portal

● LHCb released its full Run 1 dataset ~ 800TB
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Releases for Run 2 and 
beyond impossible due 
to data volume - not 
scalable!

Link

https://cds.cern.ch/record/2745133
https://home.cern/news/news/experiments/lhcb-experiment-releases-all-its-run-1-proton-proton-data


Making data open

Scalable solution - NTuple Wizard!
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CHEP talk on NTuple Wizard

Zero LHCb software 
experience required!

https://indico.cern.ch/event/1338689/contributions/6011124/


Making data open

Scalable solution - NTuple Wizard!
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CHEP talk on NTuple Wizard

Zero LHCb software 
experience required!

Be part of the beta release! (Run 1 data)
https://opendata-lhcb-ntupling-service.app.cern.ch/ 
https://indico.cern.ch/event/1429526/timetable/

https://indico.cern.ch/event/1338689/contributions/6011124/
https://opendata-lhcb-ntupling-service.app.cern.ch/
https://indico.cern.ch/event/1429526/timetable/


Tutorials
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hsf-training.org/training-center/

● Git
● CI/CD
● Docker
● Singularity/Apptainer
● Reana
● Analysis essentials incl. Snakemake
● Julia

Self-study and in-person events

http://hsf-training.org/training-center/


Close to home…

“Your closest collaborator is you six months ago…

but you don’t reply to email.” 

Karl Broman

“Tools for Reproducible Research”

34



Backup
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Pre - run 3 analysts made their own ntuples

THE PROBLEM

● Submitting, monitoring and error 
handling O(10,000) grid jobs

● No data provenance
● Thousands of failing grid jobs

      

      ⇒ BIG barrier between analysts and data
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Analysis productions - declarative ntupling



Analysis productions - declarative ntupling

37

    THE SOLUTION ⇒ Analysis productions

● Centralise and automate ntuple 
creation 
⇒ Saves countless analyst-hours

● Exploit DIRAC transformation system 
⇒ Full data provenance 

● Full job testing on GitLab CI
⇒ No buggy jobs on grid

Simple yaml job configuration

Use Jinja templating to “render” the YAML

What application 
to run

Data to run on

Job options
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14PB processed in a 
single day by APs!

Full adoption of analysis productions at LHCb
● Over 1200 Run 3 APs have been submitted so far 
● 700+ “live” APs picking up data as it was Spruced

○ Analysts have been looking at data tuples days after it was recorded by detector
● We are making amazing use of the WLCG!

Analysis productions - declarative ntupling
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Comprehensive job testing through GitLab pipelines

Reporting on estimated output size

Reporting on memory usage

Interactive logs with warning/error highlighting

Analysis productions - declarative ntupling
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Full data 
provenance with 
datasets tagged 
by analysis

Analysis productions - declarative ntupling

apd python packages allows 
for easy data file retrieval.
Snakemake integrations!


